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ABSTRACT
Modern applications increasingly rely on inference serving systems
to provide low-latency insights with a diverse set of machine learn-
ing models. Existing systems often utilize resource elasticity to scale
with demand. However, many applications cannot rely on hardware
scaling when deployed at the edge or other resource-constrained
environments. In this work, we propose a model selection and
scheduling algorithm that implements accuracy scaling to increase
efficiency for these more constrained deployments. We show that
existing schedulers that make decisions using profiled model ac-
curacy are biased toward the label distribution present in the test
dataset. To address this problem, we propose using ML models–
which we call SneakPeek models– to dynamically adjust estimates
of model accuracy, based on the underlying data. Furthermore, we
greedily incorporate inference batching into scheduling decisions
to improve throughput and avoid the overhead of swapping models
in and out of GPU memory. Our approach employs a new notion
of request priority, which navigates the trade-off between attain-
ing high accuracy and satisfying deadlines. Using data and models
from three real-world applications, we show that our proposed
approaches result in higher-utility schedules and higher accuracy
inferences in these hardware-constrained environments.

CCS CONCEPTS
• Mathematics of computing→ Bayesian computation; • Infor-
mation systems→ Data analytics; • Computing methodolo-
gies→ Supervised learning.
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1 INTRODUCTION
The widespread adoption of machine learning across diverse ap-
plication domains has created a pressing need for efficient and
scalable inference serving systems. Inference serving systems ex-
pose APIs that allow client applications—such as mobile apps, web
services, or enterprise platforms—to submit inference requests to
pre-trained models, often at massive scale, with some deployments
handling billions of requests daily [26]. These systems support
critical applications such as healthcare monitoring [27], language
translation [26], recommendation systems [32], and mobile ser-
vices [15], where timely and accurate responses are essential. To
alleviate the burden on developers and end-users of manually nav-
igating complex accuracy-latency trade-offs, model-less inference
serving has emerged as a paradigm in which the system itself dy-
namically selects the most suitable model for each request, based
on contextual factors such as latency constraints, accuracy require-
ments, and system load. This model selection paradigm is common
in modern inference serving frameworks [1, 40, 46, 54], which of-
ten host multiple models with varying accuracy-latency profiles.
A key challenge in these systems is selecting the most appropriate
model variant to serve each request—a decision that must be made
in conjunction with scheduling policies to ensure efficient resource
utilization and responsiveness.

While existing inference serving systems are often deployed in
the public cloud, inference serving is also critical for applications
that run in more constrained environments, such as edge clusters or
private clouds. Local deployments, such as those found in healthcare
facilities or smart cities, are often necessary to avoid the increased
cost, latency, and privacy concerns associated with streaming data
over wide-area networks to a cloud setting. However, there are
several challenges associated with efficient inference serving in
these local deployments. First, such inference serving systems must
service requests formultiple applications, each with their own set of
data streams which may require real-time processing. These appli-
cations also have unique service level objectives (SLOs), including
low-latency deadlines which are critical to satisfy, especially for
real-time applications [54, 56]. Next, local deployments often have
resource constraints (e.g. limited to a single GPU) and lack the
resource elasticity of the cloud, which prevents systems from us-
ing autoscaling to meet demand. Finally, deep neural networks
(DNNs) are a common model choice due to their high accuracy,
but they can be computationally intensive. An inference serving
system may offer a collection of multiple DNN models for each
application to choose from, with each model presenting a different
latency-accuracy tradeoff (e.g., some models may be lightweight
but less accurate, while others may have higher accuracy but take
longer to execute) [54]. Thus, selecting and scheduling the right
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model for each request in a multi-application, constrained resource
environment is challenging.

Existing work focuses mainly on inference serving in public
clouds or other settings that support hardware scaling [4, 16, 23,
40, 45, 46, 55]. A few works have explored accuracy scaling as a
strategy for inference serving systems operating under fixed re-
source constraints [1, 2, 41, 54]. When resource elasticity is not
available, systems must find alternative ways to manage fluctuat-
ing query loads. Accuracy scaling addresses this by profiling the
accuracy of available models and dynamically adjusting the trade-
off between accuracy and throughput. This allows the system to
remain responsive by selectively deploying faster, less accurate
models during periods of high demand. This approach works in
practice, but existing designs are suboptimal for two reasons: (1)
they are data-oblivious: profiled model accuracy is biased toward
the test dataset and may not reflect the distribution of the out-of-
sample data, thus reducing the quality of the associated scheduling
decisions; and (2) they perform model selection for each inference
request in isolation. As a result, inference batching—a key optimiza-
tion for improving throughput—is only applied opportunistically
when requests happen to align in time and model usage. Without
explicit coordination in the scheduling process to group compatible
requests, batching opportunities are missed, leading to increased
model loading overhead and reduced scheduling efficiency.

Existing systems that rely on profiled model accuracy make sub-
optimal model selection decisions when properties of the data are
ignored. We propose leveraging data-awareness to understand how
eachmodel will perform over the actual data being processed in real-
time. In this framework, we treat class frequencies as parameters,
which are dynamically estimated based on the data. These parame-
ters are then used to inform model selection decisions by providing
sharper estimates of model accuracy. We propose a joint model se-
lection and scheduling algorithm for hardware-constrained, multi-
application inference serving. Our algorithm uses a new notion of
request priority based on model accuracy and request deadlines,
which attempts to maximize inference accuracy while minimizing
deadline violations. Furthermore, our approach greedily incorpo-
rates inference batching (or request grouping) into the resulting
schedules. This grouping provides the scheduler with a more global
view of request dependencies, while reducing overheads and model
swap latency in and out of GPU memory.

Contributions.We make the following research contributions:

• We formulate an optimization framework for joint model selec-
tion and request scheduling which implements accuracy scaling
for hardware-constrained environments.
• We present our data-awareness mechanism, SneakPeek, which
sharpens accuracy estimates in real-time based on the underlying
data and is easily incorporated into existing schedulers.
• We propose heuristics for efficiently performing model selection
and scheduling in practice. These heuristics employ a new notion
of priority as well as inference batching (grouping).
• We show that our proposed data-awareness techniques can also
be incorporated into other state-of-the-art schedulers.
• We thoroughly evaluate our proposed approach using three, real-
world applications and a variety of model types. Our methods

achieve up to a 2x increase in utility, a metric that combines
model accuracy with a penalty for any missed deadlines.

2 PRELIMINARIES
2.1 Motivating Applications
Edge analytics is critical for smart city deployments [3], which
process data from a wide array of sensors and cameras to optimize
traffic flow, manage waste, enhance public safety, and support urban
planning. In the realm of surveillance, video analytics improves
security by automatically identifying unusual behaviors or specific
actions. This capability enables systems to alert security teams
about potential threats, ensuring rapid, proactive responses [43].
Furthermore, modern surveillance extends beyond video alone, and
requires capturing data and making real-time decisions in various
sectors such as retail, transportation, and service industries.

Hospitals, assisted living facilities, and in-home care systems
also collect and process real-time data from a variety of sources
(such as wearable sensors, monitors, video cameras, etc.), which
can be used to improve patient care and assist medical staff [12, 25].
Many of these tasks require low-latency inference, since the results
directly affect patient well-being. For example, care facilities may
monitor patient movement or gait, which could alert medical staff
if an elderly patient is wavering or falling over. There are several
other applications in this domain which leverage inference serving,
including arrhythmia detection [6], seizure forecasting [44, 49], and
respiratory compromise [8, 19]. Since offloading data and tasks to
a remote cloud is not an option due to latency, cost, and privacy
concerns, many of these care facilities are equipped with edge
clusters that have limited resource capacity and elasticity. Real-
time inferences are generated by streaming video frames or data
from wearable sensors to the edge cluster and issuing recurring
queries to monitor for critical events. We use healthcare informatics
as a running example in this work.

2.2 System Model
In our framework, the system is tasked with selecting a model
variant for each request and scheduling it for execution. Users
wishing to access the inference-serving APIs first register their
application with the system. This registration process includes pro-
viding metadata for the application, including which data streams
it should process and any service level objectives (SLOs) which
specify deadlines for each query type. The application owner also
uploads pre-trained ML models to be used for inference along with
a testing or validation dataset for the application. The system then
profiles the specified models on the target hardware to obtain esti-
mates of inference latency, model accuracy, GPU memory usage,
and latency for loading the model into GPU memory.

3 PROBLEM STATEMENT AND SYSTEM
ARCHITECTURE

3.1 Problem Statement
Our system is taskedwith providing inference serving in a hardware-
constrained, multi-application setting. In this paper, we focus on
execution on a single GPU worker, but our techniques can be ex-
tended to multi-worker settings, as discussed in section 8. Each
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Figure 1: Our system model for inference serving includes a
data-aware component – SneakPeek – which provides input
to the model selection and scheduling algorithms.

application registers one or more classification models1, which the
system can use to satisfy inference requests. For a given set of re-
quests, our task is to assign a model to each request and schedule
the associated inference tasks for execution. More formally, let R
be our set of requests, where each request 𝑟𝑖 ∈ R has an associated
deadline of 𝑑𝑖 . Each request also belongs to a target application,
which we denote 𝑎𝑖 . We defineM𝑎 to be the set of registered model
variants for application 𝑎.

Our objective is to find a schedule S that maximizes the average
utility for all requests. The utility of a request (defined below)
represents the expected inference accuracy, which degrades if a
deadline is missed. The schedule can be represented by a set of
nonnegative integers, denoted 𝑠𝑖 𝑗 , mapping requests to models.
Here, a nonzero value of 𝑠𝑖 𝑗 indicates that request 𝑟𝑖 is assigned
to model 𝑚 𝑗 ∈ M𝑎𝑖 (for 𝑖 ∈ 1..|R | and 𝑗 ∈ 1..|M𝑎𝑖 |). If 𝑠𝑖 𝑗 is
positive, the integer value represents the execution order, relative
to the other requests (with lower values of 𝑠𝑖 𝑗 being executed first,
the first request being assigned an 𝑠𝑖 𝑗 value of 1). We also define
the execution start time 𝑡𝑖 for a given request 𝑟𝑖 (omitting the
dependence on S for brevity):

𝑡𝑖 =

|M𝑎𝑖
|∑︁

𝑗=1

| R |∑︁
ℎ=1

|M𝑎ℎ
|∑︁

𝑙=1
1𝑠ℎ𝑙<𝑠𝑖 𝑗 ℓ (𝑚𝑙 ) (1)

where ℓ (𝑚𝑙 ) is the (profiled) inference latency for model𝑚𝑙 , includ-
ing any context switch time required to swap the model variant into
GPU memory. This works by finding all requests that are ordered
ahead of request 𝑟𝑖 and summing their expected model latencies.

We now define the utility for a given request 𝑟𝑖 :

𝑢𝑎𝑖 (𝑚 𝑗 , 𝑑𝑖 , 𝑡𝑖 ) = 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑚 𝑗 ) [1 − 𝛾𝑎𝑖 (𝑑𝑖 , 𝑡𝑖 + ℓ (𝑚 𝑗 ))] (2)

where 𝛾𝑎𝑖 (𝑑𝑖 , 𝑒𝑖 ) ≥ 0 is a monotonically increasing penalty func-
tion, which generates positive values when a deadline is expected
to miss (i.e. when the deadline 𝑑𝑖 is less than the expected request
completion time 𝑒𝑖 ). Some examples include a sigmoid function,
linear penalty, or step function, e.g. 𝛾𝑎𝑖 (𝑑𝑖 , 𝑒𝑖 ) = 1𝑑𝑖<𝑒𝑖 . If all the
deadlines are met, the utility is just the profiled accuracy2 of the

1All of our approaches can be adapted to support other modeling types (e.g. regression)
but we focus on classification to simplify the presentation.
2Note: Some implementations may prefer to normalize the accuracy values across
applications, to ensure fairness.

selected model. These utility (and penalty) functions are defined
at the application level. Even applications which require high ac-
curacy (e.g. in a healthcare setting), can define a utility function
in a way which satisfies their requirements. For example, if we
define our penalty function to be a constant, the optimization will
strictly maximize accuracy. We now define our optimization prob-
lem for scheduling and model selection, which seeks to maximize
the average utility across all requests:

max
S

1
|R |

| R |∑︁
𝑖=1

|M𝑎𝑖
|∑︁

𝑗=1
1𝑠𝑖 𝑗>0 𝑢𝑎𝑖 (𝑚 𝑗 , 𝑑𝑖 , 𝑡𝑖 ) (3)

s.t. 𝑠𝑖 𝑗 ∈ Z+0 (4)
|M𝑎𝑖

|∑︁
𝑗=1

1𝑠𝑖 𝑗>0 = 1, ∀𝑖 (5)

𝑠ℎ𝑙 ≠ 𝑠𝑖 𝑗 , ∀ℎ, 𝑙 s.t. ℎ ≠ 𝑖, 𝑠ℎ𝑙 > 0, 𝑠𝑖 𝑗 > 0 (6)

Constraint (4) forces the 𝑠𝑖 𝑗 terms to be non-negative integers. A
non-zero value indicates request 𝑟𝑖 is assigned model𝑚 𝑗 ∈ M𝑎𝑖 .
The integer value of 𝑠𝑖 𝑗 indicates its order in the execution sequence.
Constraint (5) ensures that each request gets assigned exactly one
model. Constraint (6) ensures that requests have distinct integers
for ordering.

We can show that specific instantiations of the optimization
problem in equation 3 are NP hard, e.g. by excluding model se-
lection from the optimization. More specifically; let |M𝑎𝑖 | = 1 for
all applications and define 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑚 𝑗 ) = 1 for all𝑚 𝑗 ∈

⋃
𝑎
M𝑎 .

In addition, define the penalty function to be a step function, i.e.
𝛾𝑎𝑖 (𝑑𝑖 , 𝑒𝑖 ) = 1𝑑𝑖<𝑒𝑖 . Then we are left with an optimization problem
that minimizes a unit penalty for jobs with sequence independent
startup times over an arbitrary number of application families. This
is a known NP-hard problem [7, 9], even without considering more
complicated choices forM. Evaluating all candidate solutions is
extremely expensive, with the number of solutions for 𝑛 requests
(for a single application) totaling 𝑛!|M𝑎𝑖 |𝑛 . Computing an exact so-
lution may be feasible when the number of requests and/or models
is very small. However, in many practical settings, we require an
approximate solution that can be found quickly.

3.2 System Architecture
In our proposed system (figure 1) application owners register their
applications with the system and upload model variants to service
their requests. We assume model profiles are specified, which in-
clude accuracy measurements for every possible target label, along
with profiled latency measurements for the GPU.

After an application is registered, real-time data is then streamed
to our SneakPeek module (section 4) which is a distinct process for
asynchronous data staging, preprocessing, and sharpening accu-
racy estimates via data-awareness. Inbound requests are enqueued
during a scheduling window, then scheduled for inference. The
scheduler obtains metadata from the SneakPeek module, then as-
signs models and produces a schedule for the provided requests
(section 5). These requests are then dispatched to the worker queue.
The worker loads the data and model variant required to service
the request and generates the inference result.
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4 SNEAKPEEK: INCORPORATING
DATA-AWARENESS

4.1 Dependence on Model Accuracy
Hardware-constrained scheduling algorithms in the literature often
utilize accuracy scaling, which requires high-quality estimates of
model accuracy for correctness. If the accuracy estimates for each
model variant are poor, the resulting schedules will be suboptimal.
Existing schedulers are often data-oblivious and rely on a single, pro-
filed estimate of model accuracy for making decisions. Relying on
a single summary statistic to make decisions can cause schedulers
(including exact solvers) to produce suboptimal solutions.

Model accuracy is not a static quantity; it often varies across
target classes in a dataset [54]. For example, consider the task of per-
forming human action recognition over video frames. Some actions,
such as walking and sitting, are easier for a model to distinguish
than others, such as loitering or talking on the phone. This makes
the profiled model accuracy very sensitive to the frequency of each
class in the test data set. Therefore, it is an (often unstated) require-
ment that the profiled test set match the distribution of classes that
will be observed out-of-sample. However, even if a practitioner can
match the distribution exactly, using a static accuracy value ignores
the heterogeneity present in the data, which can be used to obtain
better accuracy values for each inference request.

We can also observe this phenomenon by examining model
accuracy analytically. In the context of multi-class classification
with a set of class labels 𝑐 , the profiled accuracy of a model𝑚 is
computed as [21]:

Accuracy(𝑚) = tr(𝑍 )∑ |c |
𝑖=1

∑ |c |
𝑗=1 𝑧𝑖 𝑗

(7)

where 𝑍 = [𝑧𝑖 𝑗 ]1≤𝑖, 𝑗≤ |𝑐 | is the confusion matrix generated by eval-
uating the model on a test data set. We can rewrite this expression
as:

Accuracy(𝑚) =
|c |∑︁
𝑖=1

©­«
∑ |c |

𝑗=1 𝑧𝑖 𝑗∑ |c |
𝑗=1

∑ |c |
𝑘=1 𝑧 𝑗𝑘

ª®¬ 𝑧𝑖𝑖∑ |c |
𝑗=1 𝑧𝑖 𝑗

(8)

=

|c |∑︁
𝑖=1

𝜃𝑖
𝑧𝑖𝑖∑ |c |
𝑗=1 𝑧𝑖 𝑗

(9)

where 𝜃𝑖 is the frequency of class 𝑐𝑖 in the test set and the remaining
term is the recall for 𝑐𝑖 . While the recall for a given class depends on
the trained model, the frequency of each class (𝜃 ) depends exclusively
on the test data set. This implies that the profiled accuracy can be a
poor estimator of out-of-sample accuracy if the class frequencies
do not match the frequency in the test data set.

To address this issue, we propose dynamically computing model
accuracy by treating 𝜃 as a parameter in equation 9 and estimating
it using the data rather than implicitly assigning it the frequencies
in the test set. While we use the accuracy metric to illustrate the
approach, the same principle applies to other scoring rules. For
example, the weighted 𝐹1 score uses 𝜽 directly when averaging.
The quadratic score can also be rewritten in terms of 𝜽 .

Figure 2: Data-awareness workflow for a fall detection appli-
cation. A SneakPeek model updates expected model accura-
cies in real-time to improve scheduling decisions.

4.2 SneakPeek Estimation Scheme
We require a mechanism for estimating the accuracy of each model,
given the data it will operate on. Our task is to dynamically es-
timate 𝜽 = ⟨𝜃1, ..., 𝜃 |𝑐 | ⟩ based on the data, which will produce a
better estimate of the accuracy of a given model.

Definition 4.1.1. A SneakPeek model is a model that uses real-time
data to estimate 𝜽 .

SneakPeek models use the underlying data to give us better esti-
mates of model accuracy, which can be used to improve scheduling
decisions. By using SneakPeek models to estimate 𝜽 directly, we
can perform a single inference and use the result to update model
accuracies for every model inM𝑎𝑖 . At first glance, it appears we can
simply assign 𝜽 the resulting class probabilities from a SneakPeek
model. However, most machine learning models do not generate
true probabilities, in the sense that they do not represent long-run
frequencies. They generate scores, then a decision rule is applied to
generate a prediction. To overcome this limitation, we consider a
Bayesian approach for obtaining a (posterior) estimate of 𝜽 using
the Dirichlet-Multinomial model.

Definition 4.1.2. SneakPeek probabilities are the posterior esti-
mates 𝜽 | 𝒚 computed after using a SneakPeek model to collect the
evidence 𝒚.

We now define our mechanism for obtaining SneakPeek proba-
bilities, given a model. To obtain our posterior estimates of 𝜽 we
need to define our prior distribution and a mechanism for collecting
evidence. To illustrate this process, we consider a fall detection ap-
plication in a healthcare setting, where the candidate models must
infer whether a subject has fallen over and requires immediate
attention. We assume this is a binary classification task (i.e. |𝑐 | = 2).
Figure 2 shows the inference process at a high-level.

Prior Distribution. Our prior distribution has the form:

𝜽 ∼ Dirichlet(𝛼1, ..., 𝛼 |𝑐 | ) (10)

which has hyperparameters 𝛼𝑖 that provide a weight for each class.
Assigning 𝛼𝑖 to a constant for all 𝑖 is a reasonable default and works
well in practice (section 6.3.3). The application owner can optionally
specify alternative prior distributions, based on expert experience
(and not taken implicitly from a test set). For fall detection, a true
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positive (a subject has fallen) is a relatively rare event, so we may
prefer to encode that in our prior distribution.

Evidence.We require a low-latency mechanism for generating a
multinomial observation for the dirichlet/multinomial model. For
the fall detection application, we want to use the data (e.g. maybe
a short video clip) to determine which classes are likely present
in the data. We use 𝑘-nearest neighbors with the original training
data to provide this evidence. For a given data point, we find the
𝑘 nearest points in the training data and allow each neighboring
point to count in our multinomial realization. For example, if we
have 𝑘 = 5 and two neighbors have the "no fall" label and three have
the "fall" label, then our multinomial evidence would be 𝒚 = ⟨2, 3⟩.
Note that 𝑘-nearest-neighbors may not be the fastest algorithm, so
approximate nearest neighbors (e.g. locality sensitive hashing) may
be required in practice. An alternative option would be to use a
single model and decision rule to produce a unit vector with a single
non-zero entry, e.g. ⟨0, 1⟩ if we believe a fall occurred. However,
this is a low-information update and has the potential to introduce
additional error if the predicted class is wrong.

Posterior Estimates. In our model, the Dirichlet distribution is a
conjugate prior, so the posterior distribution of 𝜽 is:

𝜽 | 𝒚 ∼ Dirichlet(𝛼1 + 𝑦1, ..., 𝛼 |𝑐 | + 𝑦 |𝑐 | ) (11)

Therefore, the two hyperparameters in our system are the choice
of prior distribution and the number of neighboring points (𝑘) to
include in the evidence. The value of𝑘 can be optimized via standard
supervised learning procedures.

An important insight is that existing schedulers can directly
incorporate SneakPeek modeling to improve accuracy estimation.
The only change required is to include the per-class recall in model
profiles. Furthermore, low-latency SneakPeek models can perform
inference asynchronously and off the critical path, avoiding in-
creased scheduling latency when estimating model accuracy.

5 MODEL SELECTION AND SCHEDULING
5.1 Proposed Approach
We require an efficient mechanism for solving the scheduling prob-
lem (eq. 3) since checking all candidate solutions is often infeasible.
we propose splitting this problem into two sub-problems: (1) re-
quest ordering and (2) model selection. We first apply the ordering
to our available requests, then select a locally-optimal model to
satisfy each inference request in the order specified.

5.1.1 Priority-based Request Ordering. We require a strategy for
ordering the requests prior to model selection. Common examples
from the literature include first come first served (FCFS) [42, 54]
and earliest deadline first (EDF) [40]. We propose a priority-based
ordering, which attempts to dynamically navigate the trade-off
between satisfying deadlines and maximizing inference accuracy.
Our goal is to identify a priority function that gives higher values
to requests that either (1) have tight deadlines or (2) have a high
degree of variability across their choice of models (and thus, have
a higher flexibility in model selection). We define the priority for a
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Figure 3: Request priority as a function of deadline and vari-
ance in model accuracy.

given request 𝑟𝑖 to be:

Priority(𝑟𝑖 ) =
(
1 + Var[𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (M𝑎𝑖 )]

)
𝑒−𝑑𝑖 (12)

where 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (M𝑎𝑖 ) = {𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑚 𝑗 ) | 𝑚 𝑗 ∈ M𝑎𝑖 } is the set
of model accuracies for 𝑟𝑖 ’s application models. Requests that have
deadlines in the near future or have a high degree of variability3 in
model accuracy are prioritized. The intuition is that requests with
upcoming deadlines should be prioritized with increasing urgency
as we get closer to their deadlines. At the same time, whenever
possible (given the deadlines), our scheduler should focus resources
on higher model variance requests. If there is a low variance in
model accuracy, then model selection is unlikely to have much
effect on the average utility (which we are trying to maximize).
Figure 3 illustrates how different deadlines and accuracy variances
affect model priority. When requests are very close to their deadline,
the priority increases rapidly. When deadlines are far in the future,
the variance in model accuracy has a larger effect on priority.

5.1.2 Locally-Optimal Model Selection and Placement. Once re-
quests have been ordered, then for each request 𝑟𝑖 , we can obtain
a locally-optimal solution by selecting the model with the highest
utility, that is:

argmax
𝑚 𝑗 ∈M𝑎𝑖

𝑢𝑎𝑖 (𝑚 𝑗 , 𝑑𝑖 , 𝑡𝑖 ) (13)

where 𝑡𝑖 is the current time (or the current time plus the expected
wait time prior to execution). Finding the best model is linear in
the number of available model variants.

5.2 Grouped Scheduling
Dividing the scheduling problem into request ordering and model
selection provides a scalable way to schedule requests in prac-
tice. However, using locally-optimal decisions per request prevents
schedulers from getting a global view of request dependencies and
exploiting model reuse when making decisions. To get an intuition
from optimal solutions, we brute forced solutions to the original
scheduling problem in small dimensions (eq. 3). We observed that
the optimal solutions tend to group requests by application and typi-
cally assign the same model to all requests in the group. Furthermore,
this grouping pattern was present in 60-70% of scheduling windows
when computing exact solutions (the remaining cases are discussed

3We use the population variance to compute a priority, so |M𝑎𝑖
| = 1 =⇒

Var[𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (M𝑎𝑖
) ] = 0.
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in section 5.3.2). These results suggest that inference batching (or
request grouping) is a good strategy, which existing works can only
exploit opportunistically if requests happen to be assigned the same
model [1, 11, 45]. Using this intuition, we propose grouping requests
by application and applying policies and selection strategies at the
group level, rather than the request level. This also allows us to
exploit model locality and avoid the additional latency associated
with swapping models in and out of GPU memory.

We begin by defining the set of groups G = {𝑔𝑖 | 𝑔𝑖 ⊆ R} to be
a partition of R. Each group contains the subset of requests in R
that belong to the same application (and therefore have the same
candidate model variants). More precisely, 𝑟1, 𝑟2 ∈ 𝑔𝑖 ⇐⇒ M𝑎1 =

M𝑎2 . Next, we define the priority of a group 𝑔 ∈ G to be:

Priority(𝑔) = 1
|𝑔|

∑︁
𝑟 ∈𝑔

Priority(𝑟 ) (14)

that is, the group priority is simply the mean of the priority of
each request in the group. This approach will attempt to greedily
exploit inference batching, but it can also reduce the dimension of
the original optimization problem. The full group-level scheduling
algorithm is outlined in Algorithm 1. We first check to see if the
number of groups is small enough to obtain an exact solution4. If
not, we fall back to a locally-optimal solution (applied at the group
level), which assigns priorities to each group and schedules all
the requests within a group together. All of our proposed request-
based approaches can be solved exactly for a very small number
of requests; however, the grouping strategy allows many more
scenarios where a solution can be brute forced, since it is a function
of the number of applications |𝐴| rather than the number of requests
|R |, and |𝐴| << |R | in practice.

Algorithm 1: Group-Level Scheduling
Input: R, Model setsM𝑎𝑖 , Brute-Force Threshold 𝜏

S ← Schedule initialized to all zeros
𝑔𝑟𝑜𝑢𝑝𝑒𝑑_𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠 ← HashMap < app : request list >

if num_keys(𝑔𝑟𝑜𝑢𝑝𝑒𝑑_𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠) ≤ 𝜏 then
return brute_force_solution(𝑔𝑟𝑜𝑢𝑝𝑒𝑑_𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠)

end

𝑜𝑟𝑑𝑒𝑟𝑒𝑑_𝑔𝑟𝑜𝑢𝑝𝑠 ← sorted groups by avg priority (eq. 14)

for 𝑔 in 𝑜𝑟𝑑𝑒𝑟𝑒𝑑_𝑔𝑟𝑜𝑢𝑝𝑠 do
𝑚 𝑗 = solution to eq. 13 using avg group utility
𝑜𝑟𝑑𝑒𝑟𝑒𝑑_𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠 ← requests in 𝑔 sorted by priority
𝑜𝑟𝑑𝑒𝑟 ← 1
for 𝑟𝑖 in 𝑜𝑟𝑑𝑒𝑟𝑒𝑑_𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠 do

𝑠𝑖 𝑗 = 𝑜𝑟𝑑𝑒𝑟

𝑜𝑟𝑑𝑒𝑟 = 𝑜𝑟𝑑𝑒𝑟 + 1
end

end
return S

4In practice, we found that 5 or fewer applications could be solved exactly in under
10ms (section 6.4.2).

5.3 Data-Aware Enhancements
In section 4, we proposed SneakPeek models within a Bayesian
framework to obtain better estimates of model accuracy. We now
discuss how our scheduling algorithms can be further improved
using the results from our SneakPeek process.

5.3.1 Short-Circuit Inference. Since SneakPeek models estimate
class probabilities before the main scheduling process begins, they
can be used to provide an additional degree of freedom to schedulers.
If request deadlines are tight or the SneakPeek model has very
high accuracy, we can consider using the output of the SneakPeek
model directly to satisfy the inference request. To enable this option
within the scheduling framework, we treat the SneakPeek model
as a candidate for scheduling, assigning it an effective inference
latency of zero since its output has already been computed. This
allows the scheduler to consider the SneakPeek model alongside
other models and select it when doing so maximizes overall utility.

In figure 2, short-circuit inference places the SneakPeek model
alongside the other models in the model cache, with an expected
accuracy equal to the accuracy of the SneakPeek model and an
inference latency of zero (returning the 𝜃𝑖 values if selected). How-
ever, assigning a latency of zero to the SneakPeek model does not
guarantee it will be selected by the scheduler. Other models in the
model cache will have higher accuracy than SneakPeek, which is
designed to have low-latency. Therefore, defaulting to short-circuit
inference with the SneakPeek model is only beneficial when dead-
lines are tight and waiting for a more accurate model results in a
substantial loss in utility. Furthermore, we must rely on profiled ac-
curacy when making scheduling decisions with SneakPeek models.
We don’t want to risk compounding errors by letting a SneakPeek
model dynamically estimate its own accuracy based on the data.
Existing scheduling algorithms and our proposed approaches can
incorporate short-circuit inference directly, without requiring sub-
stantial changes to the system.

5.3.2 Enhancements for Grouped Scheduling. We can further im-
prove our grouped scheduling algorithm by leveraging the fact that
model accuracy varies, depending on the class label [54]. The group
scheduler puts all requests for a given application into a single
group, which then assigns a single model for all requests in the
group. We propose going a step further and using data-awareness
to split groups into subgroups based on the output from SneakPeek
models. This approach is consistent with our results from comput-
ing exact solutions in small dimensions. While 60-70% of optimal
solutions grouped requests based on target application (section 5.2),
almost all of the remaining cases grouped requests based on target
class label within each application. Using this insight and the infor-
mation provided by SneakPeek models, we modify our approach to
create a subgroup for each target label present in the data. We use
the output from SneakPeek models to estimate class membership
(indicated by 𝜃𝑖 > 0.5). If 𝜃𝑖 < 0.5 for all 𝑖 , we do not split that
request into a subgroup.

Figure 4 shows how the group splitting works for two binary
classification tasks. In the red group on the left, the SneakPeek
probabilities indicate the same class, so no splitting is performed.
For the white group on the right, the SneakPeek probabilities indi-
cate different classes are present, so the requests are split into two
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Request 1
SneakPeek Probabilities: [0.6, 0.4]

Request 2
SneakPeek Probabilities: [0.8, 0.2]

Application
Groups

Data-Aware
Groups

Request 1
SneakPeek Probabilities: [0.6, 0.4]

Request 2
SneakPeek Probabilities: [0.8, 0.2]

Request 3
SneakPeek Probabilities: [0.9, 0.1]

Request 4
SneakPeek Probabilities: [0.25, 0.75]

Request 3
SneakPeek Probabilities: [0.9, 0.1]

Request 4
SneakPeek Probabilities: [0.25, 0.75]

Figure 4: An illustration of the group splitting process using SneakPeek. The SneakPeek probabilities indicate that the first two
requests have the same target class, and therefore require no splitting. We inferred that Requests 3 and 4 belong to different
classes, so we split that application group.

subgroups. In the case of multi-class classification, the probabilities
could also be inconclusive (i.e. 𝜃𝑖 < 0.5 for all 𝑖) which would not
result in any splitting.

6 EMPIRICAL EVALUATION
6.1 Methodology
Testbed. We conducted our experiments on a system with an Intel
i5 CPU, 32 GiB of main memory, and an NVIDIA RTX 3060 graphics
card, which has 12 GiB of memory.

Datasets and Models.We use systems and applications encoun-
tered in healthcare settings, including fall detection, speech com-
mands, and heart monitoring (table 1). For fall detection, we have
five model variants: 3 video models, one time series model (for
accelerometer data), and one fusion model which uses both data
modalities. Since falls are relatively rare events, we stream data
such that 95% of the requests contain true negatives and 5% of
the data contains true positives (a fall). For the voice command
application, we have two model variants and we generate data uni-
formly across the target classes. The heart monitoring application
also supports two models; we assume arrhythmias are somewhat
infrequent and generate true negatives 80% of the time, with the
other 20% distributed uniformly across the different arrhythmia
types. Profiled model accuracy is averaged over the data in the
test set. For generating a test set, we follow previously established
methodology when available. If no methodology is published, we
adopt the standard practice of randomly partitioning the available
data points into training and testing sets.

Baselines and Metrics. We compare our proposed approach with
several baselines. Each approach consists of an ordering policy–
earliest deadline first (EDF) or our Priority ordering (eq. 12)– and a
model selection strategy:
• Max Accuracy: Selects the highest accuracy model that can satisfy
the request
• Locally-Optimal: A generalization of several existingworkswhich
are deadline-aware [42, 47, 54] and select the highest accuracy
model that satisfies each deadline.

We consider the following combinations in our evaluation:

• MaxAcc-EDF : Max accuracy model selection + EDF ordering.
• LO-EDF : Locally-optimal model selection + EDF ordering.
• LO-Priority: Locally-optimal model selection + priority ordering.
• Grouped: Our group-level scheduling algorithm (Algorithm 1)
which groups requests based on target application.
• SneakPeek: Our group-level scheduling algorithmwith SneakPeek
data-awareness and short-circuit inference.

All of these approaches can be combined with SneakPeek and our
short-circuit (SC) inference optimization, which we evaluate in
the next section. When we evaluate SneakPeek with the grouped
approach, we also split groups based on target label (as discussed in
section 5.3). We evaluate these approaches in terms of scheduling
utility, accuracy, and deadline violations. For utility functions, we
use the following penalties:
• Step Function: Requests that complete after the deadline receive
a utility of zero, i.e. 𝛾𝑎𝑖 (𝑑𝑖 , 𝑒𝑖 ) = 1𝑑𝑖<𝑒𝑖
• Linear: Penalty that increases linearly, i.e. 𝛾𝑎𝑖 (𝑑𝑖 , 𝑒𝑖 ) =

1𝑑𝑖<𝑒𝑖 max(1, 𝑒𝑖−𝑑𝑖
𝑑𝑖
)

• Sigmoid: Penalty following a sigmoid curve: 𝛾𝑔𝑖 (𝑑𝑖 , 𝑒𝑖 ) =
1𝑑𝑖<𝑒𝑖max

(
1, 1

1+( 𝑥
1−𝑥 )−3

)
where 𝑥 = 1 − 2𝑑𝑖−𝑒𝑖

𝑑𝑖
.

By default, we use 12 requests (4 for each application) arriving
uniformly over a scheduling window of 100ms. For approximate
nearest neighbors, we use the Faiss library [14] and default to
𝑘 = 5. Unless otherwise stated, we use an uninformative prior for
SneakPeek estimation and default to the sigmoid penalty function.

6.2 Scheduling Performance
We first compare our proposed approaches in terms of the resulting
utility, accuracy, and deadline violations. If a deadline is exceeded,
the violation time for a given request is the completion time minus
the deadline. For these experiments, we fix the average deadline
per request at 150ms.

Figure 5 shows the resulting utility and model accuracy for this
experiment, while deadline violations can be found in figure 6. We
observe that SneakPeek achieves the highest utility compared to the
baselines: a 2x increase in utility compared to LO-EDF.MaxAcc-EDF
always selects the highest accuracy model, which results in high
average accuracy, but lower utility due to the associated deadline
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Table 1: Applications and Datasets

Application Description Dataset Models

Fall
Detection

Determine if a subject has fallen (2
classes)

MMAct [33] X3D [17] for video data (small, medium, and large vari-
ants), MiniRocket [13] for time series, and a fusion model
which leverages both modalities [10]

Voice
Commands

Detect keywords spoken by staff
members (6 classes)

Speech Commands [53] Howl Framework [50] (with LSTM and MobileNet)

Heart
Monitoring

Monitor ECG data for abnormal pat-
terns (7 classes)

MIT-BIH Arrhythmia
Database [20]

EcgResNet34, CNN [30]
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Figure 5: Comparison of average schedule utility and model
accuracy across approaches.
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Figure 6: Deadlines violations across approaches.

violations. The other approaches have slightly lower accuracy but
also substantially lower deadline violations. The grouped scheduler
has the lowest accuracy, but relatively high utility, since it is able
to greedily incorporate inference batching to meet more deadlines.
SneakPeek has the fewest deadline violations (almost 0), since it
has all the benefits of the grouped scheduler and is able to leverage
short-circuit inference to meet deadlines when profiled models
cannot.

6.3 SneakPeek Performance
We now evaluate the ability of SneakPeek models to estimate model
accuracy and examine the effects of different prior distributions.

6.3.1 Dynamic Accuracy Estimation. We now evaluate the degree
to which our SneakPeek probabilities reduce error when estimating
model accuracy. We define the "true model accuracy" using the
expression in equation 9, with 𝜃𝑖 = 1 for the true class label and
𝜃𝑖 = 0 for all other labels. We use approximate nearest neighbors
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Figure 7: Average error when estimating the accuracy of each
model.
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Figure 8: Comparison of schedule utility across approaches,
including data-aware variants of each baseline approach.

as our SneakPeek model and evaluate the effect using 𝑘 = 1 and
𝑘 = 5. We measure the associated error using all three datasets
and restrict ourselves to uninformative priors when generating
SneakPeek probabilities.

Figure 7 shows the results for this experiment. We observe that
in all cases, the SneakPeek probabilities are able to improve the
estimates of model accuracy, with 𝑘 = 5 performing the best, fol-
lowed by 𝑘 = 1 for approximate nearest neighbors. Improvements
to these accuracy estimates is the main mechanism which allows
the data-aware schedulers to increase average schedule utility.

We also evaluate how the various data-awareness mechanisms
incrementally improve the existing approaches (figure 8). First,
we observe that the data-oblivious grouped scheduler attains a
higher utility than any of the data-aware baselines, showing the
benefits of grouping. In all cases, we observe that incorporating
data-awareness in the scheduling process improves schedule utility,
showing the benefit of using SneakPeek with any scheduling policy.
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Figure 9: Schedule utility across different degrees of
SneakPeek model accuracy.

We also observe that in most cases, including SneakPeek models
as a scheduling option for short-circuit inference improves aver-
age schedule utility, although the degree varies across application.
Since most of our approaches involve locally-optimal decisions, the
SneakPeek models improve the utility of requests that have been
deemed low-priority. If we cannot satisfy the deadline for these
requests, SneakPeek models provide a mechanism for salvaging util-
ity. These improvements go beyond the benefits of data-awareness,
which are provided by using the SneakPeek probabilities to sharpen
model accuracy estimates. Note that MaxAcc-EDF does not benefit
from short-circuit inference, since it always selects the model that
maximizes accuracy, and SneakPeek is never the most accurate
model available.

6.3.2 SneakPeek Accuracy Requirements. Using SneakPeek mod-
els to estimate accuracy raises another question: how accurate do
SneakPeek models need to be? In order to answer this question,
we create a special SneakPeek model for each application, which
randomly returns class probabilities depending on a specified con-
fusion matrix. We simply generate a confusion matrix with the
specified accuracy (and uniformly distribute errors across the re-
maining classes). Then, given the data point, we randomly generate
probabilities using the specified frequencies in the true label row.

Figure 9 shows that accuracy values above 30% provide some util-
ity benefits. For lower accuracy values, we observe that the schedule
utility degrades slightly. These results suggest that SneakPeek mod-
els do not require extremely high accuracy, but can begin improving
scheduling decisions with moderate inference accuracy.

6.3.3 Choice of Prior. One of the SneakPeek hyperparameters is
the choice of prior distribution for 𝜽 . We now evaluate our differ-
ent priors and examine their effects on accuracy estimation. We
consider the following prior distributions for SneakPeek estimation:
• Uninformative: Does not provide any information regarding the
class frequencies.We use the Jeffreys prior, which assigns𝛼𝑖 = 0.5
for all 𝑖 .
• Weakly Informative: Incorporates expert knowledge, but does
not weight it heavily, e.g. by simply assigning 𝛼𝑖 the expected
frequency of each label.
• Strongly Informative: Incorporates expert knowledge and weights
it heavily, by assigning 𝛼𝑖 the expected number of requests with
label 𝑖 in a scheduling window.
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Figure 10: Accuracy estimation error with different prior
distributions.

The "true distribution" is defined for each dataset as outlined in the
section 5.1. The distribution of labels in the test set (for profiling)
is formed by generating a uniform random sample from the entire
dataset for each application.

Figure 10a shows the resulting effects on accuracy estimation
when the prior captures the true distribution in the data. We ob-
serve that our accuracy estimation improves for both uninformative
priors and weakly informative priors. However, the strongly infor-
mative priors incur higher error rates, even if the prior matches the
true distribution. This occurs because a strong prior suppresses any
signal from the data itself. By averaging over the heterogeneity in
the data, strong priors give us essentially another profiled average.
This average may be slightly better than a profiled accuracy with
an arbitrary distribution, but it is still suboptimal.

Figure 10b shows the accuracy when the prior captures the distri-
bution in the test set, rather than the true distribution. In this case,
the uninformative prior provides the lowest error rates. The weakly
informative and strongly informative priors are increasingly worse,
since they incorporate information that does not represent the true
distribution of the data.

6.4 Sensitivity Analysis
For these experiments, we present results for LO-EDF (which is
representative of existing approaches) and our proposed algorithms,
omitting MaxAcc-EDF for clarity.
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Figure 11: Resulting schedule utility with increasing dead-
lines and deadline variance.
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Figure 12: Scheduling utility and overhead as a function of
the number of applications.

6.4.1 Deadlines. We now evaluate how different deadline patterns
affect the proposed scheduling approaches.

Figure 11a examines how utility changes as request deadlines
get increasingly larger. We observe that the grouped scheduler
outperforms the proposed baselines for short-term deadlines and
the data-aware grouped scheduler consistently outperforms the
baselines. LO-EDF struggles with short deadlines, since EDF does
not incorporate information regarding which requests have high
accuracy variance. Furthermore, locally-optimal model selection
does not exploit inference batching. After 300 milliseconds, most
of the data-oblivious baselines converge to the same utility, since
the larger deadlines allow for more flexibility.

We consider another deadline experiment where we increase the
variance of the deadlines across requests. We generated deadlines
following a normal distribution with a mean of 150ms. We then
increase the variance of this distribution to observe the effect on
utility. Figure 11b shows the results for this experiment. We ob-
serve that all approaches slowly degrade as the variance increases.
When there are large differences between request deadlines, the
schedulers have fewer degrees of freedom to optimize and must
process more requests in the order specified by the deadlines, as
the tighter deadline requests become comparatively more urgent.

6.4.2 Number of Applications. Wenow examine how our approaches
behave as the number of applications increases. Note that increas-
ing the number of applications is not the same as increasing the
number of requests. We fix the number of requests at 24 for the
scheduling window and set the average deadline to 200ms (after
arrival). We selected a slightly longer deadline, since the number
of requests is higher than in previous experiments.
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Figure 13: Scheduling utility and overhead as a function of
request arrival rate.

Figure 12a shows the results for this experiments. We observe
that the grouped approaches slowly degrade toward the baseline
approaches as the number of applications increases (for a fixed
number of requests). This is expected, since increasing the number
of applications increases the number of clusters. So our approach be-
haves more like LO-Priority as the number of applications increases.
LO-EDF and LO-Priority have consistent performance across an
increase in applications, since they make decisions at the request
level and the underlying models are the same.

Figure 12b examines the computational overhead for scheduling
as the number of applications increases. Each data point represents
the mean scheduling latency across 5 invocations of the sched-
uler. We first note that all of the approaches are able to produce
a schedule in under 10ms. We observe that for small number of
applications, the grouped approach requires additional time, since
it is able to solve the assignment problem via brute force. We also
observe an additional increase for the data-aware group-level sched-
uler, as it creates additional groups based on the target label. Since
the number of requests is fixed, the baseline approaches provide a
more consistent overhead. For larger numbers of applications, the
approaches roughly converge.

6.4.3 Request Arrival Rate. Our previous experiments assumed an
arrival rate of 12 requests, uniformly distributed across a 100ms
scheduling window. We now fix the deadline at 200ms and vary the
number of requests per window to observe the effects on schedule
utility. We can think of this as scaling the number of patients that
must be monitored by the existing applications.

Figure 13a shows that all approaches slowly experience degraded
utility as the number of arrivals increases. This is expected, since the
deadlines are fixed and the amount of inference compute required
is increasing. The schedulers are eventually forced to prioritize
requests as the deadlines become tighter. The grouped schedulers
perform the best in this scenario and maintain the highest average
utility. LO-Priority is the next best, since it also prioritizes requests
based on the variance in model performance and the anticipated
deadline. LO-EDF is deadline-aware, but does not prioritize requests
to account for the increased workload.

Figure 13b examines the computational overhead for scheduling
as the number of requests increases. For all approaches, we observe
an increase in scheduling overhead as the number of requests in-
creases. This is not surprising, since all of our proposed approaches
perform work that is linear in the number of requests. We also



SneakPeek: Data-Aware Model Selection and Scheduling for Inference Serving on the Edge SoCC ’25, November 19–21, 2025, Online, USA

0.2 0.3 0.4 0.5 0.6 0.7

Average Request Deadline (s)

0.0

0.2

0.4

0.6

0.8

1.0

A
v
e
ra

g
e
 U

ti
li
ty

LO-EDF

LO-Priority

Grouped

SneakPeek

(a) Step Function Penalty

0.2 0.3 0.4 0.5 0.6 0.7

Average Request Deadline (s)

0.0

0.2

0.4

0.6

0.8

1.0

A
v
e
ra

g
e
 U

ti
li
ty

LO-EDF

LO-Priority

Grouped

SneakPeek

(b) Linear Penalty

Figure 14: Schedule utility across penalty functions.
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Figure 15: Schedule utility with increasingly heterogeneous
model variants.

observe a slightly higher overhead for clustering (especially with
data-awareness) since the scheduler is able to brute force small
numbers of clusters.

6.4.4 Penalty Function. We now examine how various penalty
functions affect average scheduling utility.

Figure 14a shows the resulting utilities for a step function. We
observe that our data-aware group scheduler outperforms all the
other approaches. The data oblivious group scheduler also strongly
outperforms the baselines when deadlines are short, and is compa-
rable to the baselines when deadlines are longer. LO-Priority and
LO-EDF perform worse in this setting, since they fail to exploit
inference batching for early requests. Then the deadlines for later
requests are exceeded, which results in a utility of zero.

Figure 14b shares a similar pattern with the sigmoid penalty.
SneakPeek consistently outperforms the data-oblivious baselines.
Data-oblivious grouped scheduling also outperforms the baselines
when deadlines are short.

6.4.5 Model Variants. We now explore how different sets of model
variants affect schedule utility. The goal of this experiment is to
understand how model heterogeneity inM𝑎𝑖 (in terms of accuracy
and latency) influences system performance. We seek to derive prac-
tical insights that can guide practitioners in training and selecting
model variants for deployment in data-aware inference serving sys-
tems. We exclude the short-circuit approach from this evaluation, as
it obscures the direct effects of model heterogeneity when it defers
to the SneakPeek model. We first created test models that randomly
return the correct label following a pre-specified accuracy. Then,

we generate three models for each application: one which has the
mean accuracy and inference latency of all models inM𝑎 , and two
that we use to increase the variance in model performance for that
application. At each point, we alter the average accuracy (and la-
tency) by a specified percentage. For example, if the average model
inM𝑎 has 80% accuracy with an inference latency of 20ms, and
we want to increase the variance by 1%, we will create two models
with accuracies of 79.2% and 80.8%, and corresponding latencies of
19.8 ms and 20.2 ms.

Figure 15 shows the results for this experiment. We observe that
our proposed grouped approaches benefit substantially as the vari-
ance in model performance increases. The grouped approaches are
able to exploit inference batching, which allows for more time to
execute high utility models and meet more deadlines. This suggests
that including a diverse set of model variants gives systems the
most flexibility, which can help improve utility. The approaches
that do not incorporate grouping obtain lower utilities as the vari-
ance increases. As higher accuracy (and latency) models become
available, these locally-optimal approaches select them for the first
few requests, but then fail to meet the deadlines for the requests
that are later in the ordering.

6.5 Summary of Results
Our evaluation highlights the benefits of grouped scheduling, where
incorporating inference batching decisions in the scheduling pro-
cess has tangible benefits.We also showed that leveraging SneakPeek
models for data-awareness provides additional benefits, by selecting
more accurate models for each request.

7 MULTI-WORKER SETTING
7.1 Problem Definition
Our problem formulation currently focuses on a system with a
single GPU, but our proposed approaches can also be generalized
to settings with multiple, heterogeneous workers. The schedule can
be augmented to include a worker in the selection process (indexed
by 𝑘). For a set of workersW, the (global) optimization objective
becomes:

max
S

1
|R |

| R |∑︁
𝑖=1

|M𝑎𝑖
|∑︁

𝑗=1

|W|∑︁
𝑘=1

1𝑠𝑖 𝑗𝑘>0 𝑢𝑎𝑖 (𝑚 𝑗 , 𝑑𝑖 , 𝑡𝑖 ) (15)

In this setting, each model variant would be profiled on every
candidateworker, whichwould create latency functions that depend
on the model and worker.

7.2 Preliminary Results
We briefly examine how our approach performs in the multi-worker
environment by simulating multiple workers on the same hardware
used in the single-worker experiments. We ensure that each worker
operates independently to minimize resource contention. In our
first experiment (figure 16a), we compare schedule utilities with
two workers and vary the average deadline. Similar to the single
worker case, we observe strong benefits associated with grouped
scheduling, which is able to explicitly leverage inference batching.
Incorporating data-awareness (SneakPeek) also provides substantial
benefit, especially with higher request deadlines.
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Figure 16: Preliminary comparison of resulting schedule util-
ity in the multi-worker setting.

In figure 16b, we compare schedule utilities while varying the
number of workers. We use an average request deadline of 150 ms.
We observe that as the number of workers increases, the relative
benefit of our grouped scheduling decreases. This is expected, since
the benefit of inference batching decreases if there is less resource
contention and fewer requests are assigned to each worker. We
also note that the benefit of data-awareness increase slightly with
the number of workers. Since deadlines are tight, having more
executors allows us to avoid exclusively selecting the fastest model
to service the request.

8 DISCUSSION
Our evaluation highlights the benefits of data-awareness, which can
be incorporated seamlessly into existing schedulers and allows us to
select more accurate models for each request. We also observed that
grouped scheduling provides additional benefits by incorporating
inference batching decisions into the scheduling process.

Our system performs SneakPeek modeling on an edge system,
but a future work could push these operations closer to the data-
generating devices. For example, if this computation can be per-
formed on local IoT devices, data transfers could be avoided, and
short-circuit inference could be leveraged when appropriate. Cloud
offloading was excluded from this analysis, since WAN transfers
can be costly and applications in healthcare and other domains may
be restricted in their ability to offload data. However, offloading in-
ference to the cloud can also be incorporated into our framework by
modifying the latency function ℓ (𝑚 𝑗 ) to include any data transfer
time required to run a model in a different location.

Additional modifications may be required to further improve
efficiency in the multi-worker setting. For grouped scheduling, we
need to enforce a maximum group size and split groups. Having one
very large group could lead to load imbalance, so we may require
periodic load balancing. Furthermore, data plane optimizations
could also be explored to ensure video frames are always available
for inference by the time requests are dispatched to workers.

9 RELATEDWORK
Inference serving (or model serving) has received substantial re-
search attention, with a special focus on cloud deployments [4, 16,
23, 36, 40, 45, 46, 55]. The InFaaS system introduced the concept
of model-less inference serving, where model variants are dynami-
cally selected by the system in addition to serving the request [46].
Other systems such as MArk attempt to forecast demand and use

autoscaling to ensure that performance is consistent across fluctu-
ating workloads [55]. Resource elasticity is a common component
in these designs, which is not available in all application settings.
In addition, offloading data to the cloud may be infeasible due to
network constraints or privacy requirements.

Several optimizations have been proposed to improve various
aspects of the inference serving model (for both edge and cloud
deployments). Several techniques employ dynamic batching to re-
duce inference latency when the scheduler assigns the same model
to adjacent requests [1, 11, 45]. However, inference batching can
be exploited further when it is incorporated directly in schedul-
ing decisions (e.g. with a grouped scheduler). A complimentary
research direction attempts to improve efficiency by having multi-
ple requests share hardware resources [24, 37, 39, 42]. Additional
works have considered mechanisms for exploiting multi-modal
data sources to improve system efficiency [28, 54]. Systems that
process multi-modal data often have models with extremely diverse
characteristics (accuracy and latency) which can offer additional
flexibility to the system [54]. Efficient interaction with inference
serving systems is another important research area, given the over-
head of transmitting data and models [34]. These optimizations are
largely complimentary and can be incorporated directly into our
system.

Additional works directly address machine learning inference
in hardware-constrained settings, such as the edge [1, 2, 22, 35, 42,
47, 48, 51, 54, 56, 57]. A common strategy is to consider accuracy
scaling when hardware-scaling is unavailable [1, 2, 18, 38, 42, 54].
The Proteus system maximizing model accuracy, subject to a con-
straint on the minimum system throughput [1]. Other edge systems
attempt to offload requests when insufficient resources are available
locally [42, 52]. The Neurosurgeon system dynamically partitions
DNN models to allow parts of the model to execute locally at the
edge while the remaining computation is offloaded to the cloud [31].
The LayerCake system performs locally-optimal model selection at
the edge, while also enumerating candidate models that can be run
in the cloud [42]. Inference pipelines are also commonly deployed
at the edge. Video analytics pipelines such as Chameleon and Ekya
leverage spatial-awareness and continuous learning to improve
efficiency and accuracy at the edge [5, 29].

10 CONCLUSION
We proposed a scheduling algorithm for hardware-constrained in-
ference serving which implements accuracy scaling and greedily
incorporates inference batching into the scheduling process. We
also showed that making decisions based on profiled model accu-
racy is suboptimal, since it is a static quantity computed over a test
dataset and may not reflect the characteristics of out-of-sample data.
To address this, we proposed SneakPeek: a data-aware approach
which attempts to dynamically improve the estimates of model
accuracy in real-time. Our evaluation shows that these techniques
obtain higher utility schedules and higher SLO attainment.
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